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m Abstract Computer modeling has been developed and widely applied in studying
molecules of biological interest. The force field is the cornerstone of computer simu-
lations, and many force fields have been developed and successfully applied in these
simulations. Two interesting areas ag tudying enzyme catalytic mechanisms us-

ing a combination of quantum mechanics and molecular mechanicshpsiidying
macromolecular dynamics and interactions using molecular dynamics (MD) and free
energy (FE) calculation methods. Enzyme catalysis involves forming and breaking of
covalent bonds and requires the use of quantum mechanics. Noncovalent interactions
appear ubiquitously in biology, but here we confine ourselves to review only nonco-
valent interactions between protein and protein, protein and ligand, and protein and
nucleic acids.
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INTRODUCTION

This article reviews some applications of molecular modeling to biologically inter-
esting molecules. The review is focused on three top&siMe review molecular
mechanical (MM) force fields, which form the cornerstone of all simulations of
complex chemical systems, including the ones considered in the other two topics;
(b) we review the simultaneous use of both quantum mechanics and molecular
mechanics calculations to study enzyme-catalyzed reactigwge feview simula-

tion methods for studying noncovalent interactions involving biological molecules
and applications to protein-ligand, protein-protein, and protein—nucleic acid inter-
actions. Although these three areas are only a small fraction of the exciting work
in modeling of biological molecules, each has been an exciting and vital research
area in the last few years and thus is deserving of a review. We focus on papers
that have been published in the last five years.

DEVELOPMENTS IN MOLECULAR MECHANICAL
FORCE FIELD FOR BIOMOLECULAR SIMULATIONS

The cornerstone of all simulations is the MM force field. Such force fields have
been developed for many types of molecules, but our review concentrates on those
that have been extensively applied to biomolecules. A characteristic of all current
force fields extensively applied to biopolymers to date is that they are two-body
additive. This means that the potential energy function (Equation 1 as example)
is a function of pairs of atoms.

Etotal = Z Kr(r — req)2 + Z Ko (6 — Qeq)z

bonds angles
+ > §[1+C°$”¢—V]+Z[Rffz_R_g f D
dihedrals i<j ij i 1

In fact, such models allow one to include many body effects implicitly in
the parameterization. Most biological molecules are surrounded by water, and
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potential functions for water liquid have been under development for more than
30years. The water models most currently used were developedinthe 1980s and go
by the names TIP3P, TIP4P (71), SPC, and SPC/E (16). The parameters in all four
models are empirically adjusted so that they reproduce the enthalpy of vaporization
and the density of water. They all do this very well, although the SPC/E model
overshoots the enthalpy of vaporization deliberately and then empirically adds the
energy needed to polarize the charge distribution from the gas phase into solution
to make the net enthalpy of vaporization agree with experiment. None of those
models does a good job of describing the temperature dependence of the density
of water. Thus, Jorgensen recently developed a TIP5P model (97) that does this
much better. All of these models have a dipole moment of approximately 2.3
Debye, compared to the gas phase water value of 1.85 Debye.

Continuing development of nonadditive models for water better reproduces the
gas phase properties of the monomer and, by including polarization explicitly,
attempts with a single model to reproduce the gas, liquid, and solid structure and
thermodynamics of water (30, 133). A full analysis of such models is beyond the
scope of this review, but there are as yet no protein or nucleic acid force fields fully
developed with such an approach, although there will likely be some in the future.
These nonadditive models are considerably (2-5 times) more computationally
expensive than effective two-body additive models, and thus, given that the main
bottleneck in application of simulations to biological molecules is usually the sam-
pling problem, one usually does not want to accept the extra computational cost.

A number of force fields can simulate proteins. In alphabetical order, they
include the force field developed within AMBER by Cornell et al (parm94) (27)
and small modifications of the torsional energies [parm96 (74) and parm99 (164)];
the CHARMmM force fields, the latest publication of which is by MacKerell and
coworkers (95), the force field developed at BIOSYM (now MSI) called CVFF
(46); the force field described by Daggett et al within Levitt’s simulation program
ENCAD (89); the GROMOS96 force field (153); and the OPLS-AA force field
(72). In addition, the MMFF force field is aimed at simulating protein-ligand
complexes (57-59). All but CVFF have aforce field equation like that described in
Equation 1. Subtle differences exist regarding how improper (out of plane) torsions
are described, whether Urey-Bradley (1-3) interactions are included, or if scale
factor(s) are used for nonbonded interactions between atoms separated by exactly
3 bonds. CVFF has a more complex functional form than that in Equation 1. All of
these force fields use empirical fits to liquid- or solid-state small molecular systems
in order to derive the van der Waals parameters. This ensures reasonable densities
for the simulated systems. These force fields attempt to make their electrostatic
interactions well-balanced with the water models noted above by using larger
partial charges than would be found in a gas phase residue. All but Cornell et al
attempt to do this empirically; Cornell et al use ab initio Hartree Fock calculations
with a 6-31G basis set to derive the electrostatic potential for residues or molecules
and fit the partial charges to optimally reproduce the quantum mechanical (QM)
potential. The reason for using this model is that it systematically overestimates
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the polarity of the residues by a similar but somewhat smaller magnitude than do
the standard water models.

The various models use some combination of empirical data and QM calcu-
lations to fit the torsional potentials in Equation 1. It is probably fair to say that
various force fields are converging in their philosophy and parameters; twenty
years ago, there were a number of proponents of deriving force field parameters
strictly from QM calculations, but that was then and is even now quite impractical.
This is because of the need for very high accuracy, inclusion of many body effects,
and the fact that one has to go to a very accurate QM level to correctly represent
dispersion attraction, a key attractive term in Equation 1.

A number of force fields have been developed that can be used for carbohy-
drates and membranes. The concepts/philosophy for the development are similar
to those used in protein simulations, but often the details differ. In the area of
carbohydrates, Brady and coworkers and Brickmann and coworkers have devel-
oped force fields within CHARMm (109, 128); Woods et al and Simmerling et al
within AMBER (114, 144); and Damm et al within OPLS (29). For membranes,
MacKerell et al have developed parameters within CHARMmM (48); Berkowitz
et al have modified parameters from AMBER models (147); and Berendsen and
coworkers have developed models within GROMOS (158). Again, we emphasize
that most of these parameter sets are quite transferable between the simulation
programs, provided that in some cases the code is modified, because of the subtle
differences in improper torsions, etc. mentioned for protein force fields above.
Nonetheless, the force fields noted here for carbohydrates and membranes essen-
tially use Equation 1 as a model.

A number of force fields have been developed for nucleic acids. The three
major efforts are those by Cornell et al [parm94 (27) and parm98 (21)], MacKerell
et al [CHARMmM?22 (96) and CHARMmMZ27 (50)], and Langley (85) with a few
applications using GROMOS (135) to study nucleic acids. These force fields
have been reviewed by Cheatham & Kollman (22); they are not reviewed in detalil
here. In the case of nucleic acids, MD simulations with cutoff approaches have
been shown to be unstable. Thus, one must use methods that more accurately treat
the long-range electrostatic interactions, either Ewald-like methods [PME (45) or
PPPM (13)] or simpler methods like force shift (20).

We close this section by briefly noting the efforts to develop nonadditive mod-
els for biomolecular systems. To our knowledge, such developments are being
carried out by Friesner, Berne, and coworkers (152), CL Brooks (unpublished
results), P Cieplak, J Caldwell, PA Kollman et al (unpublished results), and JW
Ponder (unpublished results). There may be other efforts as well. Itis clear that the
development of the more physically correct nonadditive models is quite important
because they should be more accurate at describing cation-pi interactions and
processes at nonpolar-polar interfaces, whereas the additive models have to assume
acharge distribution that s either water- or lipid-like. Nonetheless, additive models
have proved surprisingly accurate for many phenomena, and since the sampling
problem appears more daunting for simulations of biomolecular systems, one does
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not want to spend the extra computer time required for a more accurate energy
model. There are some systems such as simple liquids and rigid ionophores where
the sampling problem is not so severe, and these have proven to be excellent testing
grounds for nonadditive models.

MACROMOLECULAR MODELING
OF REACTION MECHANISMS

Macromolecular modeling inevitably generates a requirement for model bond
breaking and forming processes, especially when one considers the role of enzymes
in catalysis. It is unfortunate that traditional QM methods, which excel at the
treatment of such processes, are too computer intensive to accurately treat systems
as large as proteins. Itis only in the last two decades that methods have evolved to
treat bond making and breaking processes at the QM level while still accounting
for the environment of the protein. These methods, pioneered by Warshel & Levitt
(170), have been continuously improving their ability to describe proteins as a
result of both methodological advances and increasing computer power.

The underlying physical features of proteins that allow them to be such perfect
catalysts have been the subject of both study and controversy. Unfortunately, while
experimental methods can clearly delineate the efficiency of a given enzyme as
a catalyst, it is much more difficult to pinpoint the exact physical cause of the
efficiency (e.g., electrostatic pre-organization, transition state stabilization, etc.;
see reference 36 for a recent discussion). Computer simulations, however, make
it possible to dissociate the energetic contributions of residues, and even atoms, to
the enzymatic reaction mechanism to a finer degree than even mutational analy-
sis. Thus, as our power to investigate protein reactions has increased, so has our
inherent understanding of protein mechanisms.

Theory

In order to adequately describe a macromolecular reaction, the simulation must
encompass both QM descriptions of the bonds being broken and formed, and the
effect of the protein environment. This requirement has led to the development
of the so-called QM/MM methods. Unfortunately, this terminology has grown to
encompass several methodologies and assumptions leading to some confusion in
the literature. Here, we refer to the class of methodologies that inherently con-
sider a protein reaction and its environment as QM-coupled-MM methods. These
methodologies can be broadly classified into two major subdomains: those that
structurally couple the QM and MM domains and those that thermodynamically
couple them. A structural link indicates that the QM and MM energetic contribu-
tions are calculated simultaneously. That is, for every set of nuclear coordinates,
Rom + Rum, the energies of each subset and their interaction are recalculated.
In the thermodynamic linkage, the initial and final states of the reaction are
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determined by quantum mechanics. The energetic difference between these states,
due to the presence of the protein, is then considered.

The QM/MM methodology is a structural QM-coupled-MM technique by our
terminology. The treatment of the boundary region between those atoms in the
active site treated by QM methods and those outside the active site treated by
classical MM methods has been a major methodological challenge in the struc-
tural QM-coupled-MM methods. QM calculations require a complete valence on
each atom to calculate the electronic distribution. Protein active site residues are
covalently bound to the rest of the protein. Thus, a boundary betwggnaxd
Y um Spans a covalent bond. Initial approaches used “link atoms” (145) that were
added to the QM calculation to satisfy the valence requirements. These link atoms
could either be fixed relative to the active site (in which case they did not reflect
any geometrical changes happening at the QM/MM interface) or free to move (in
which case extra degrees of freedom were introduced into the simulation). The
presence of the link atom also caused numerical problems in the calculations of
the forces, and often electrostatic interactions across the boundary region were
neglected because of the large forces incurred (129).

More recently, the link atom problem has been addressed by the frozen orbital
(LSCF) approach (105, 155) and a related method known as generalized hybrid
orbital (GHO) (52). In the LCSF method, the valence of the QM boundary atom
is satisfied with a single strictly localized bond orbital calibrated from a small
model system (105, 155, 170). GHO represents a further extension of the LSCF
approach in which the boundary MM atom is described by four hybrid orbitals.
The hybrid orbitals that would attach to other MM atoms are fixed and form an
effective core potential. The remaining orbital, representing the bond to a QM
atom, is optimized in the QM calculation. This additional flexibility removes the
requirements for individual calibrations on small model systems once appropriate
hybrid orbital parameters are developed (52). The link atom and LSCF approaches
have been nicely summarized and tested by Karplus et al (129) and by Antes &
Thiel (6).

At the other end of the spectrum, qguantum mechanics/free energy (QM/FE)
calculations represent the class of thermodynamic QM-coupled-MM methods.
This method was inspired by the solution phase calculations of organic reactions
by Jorgensen etal (105, 150). Inthis case, the active site residues are again isolated
from the remainder of the protein, and broken valences are satisfied with a link
hydrogen atom. Using the relative orientation of the residues from the active site,
the QM atoms are optimized in the gas phase for both the reactants and the products.
The QM atoms are then re-inserted into the protein, and the free energy difference
between the reactant and the product (or transition state), due to the presence of
the protein, is determined. The free energy of the reaction is therefore

AG = AEgm + Gum — TASqm, (2)

where TAS,), represents the entropy change in the QM atoms. The reference
reaction for this calculation is the same reaction in water. This gives rise to two
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predicted values: the reaction profile in water and in the protein. (See references
44 and 45 for recent reviews of this method.)

The empirical valence bond (EVB) method couples aspects of both structural
and thermodynamic linkage. The EVB description of the reactants and products
(or transition state) is calibrated to reproduce the known solution phase reaction
energetics assuming a similar mechanism in water. These initial and final QM
states then represent the end points of the free energy simulation of the system as
a whole. At each geometrical configuration of the system, the QM portion of the
energy is calculated as the off-diagonal terms of the Hamiltonians representing the
given initial and final states (98, 168).

These methodologies have all been used successfully in the last few years and
are giving rise to a consensus as to the role of proteins in enzymatic reactions.
Nonetheless, there are a number of advantages and disadvantages to each of them
EVB methods are generally limited to a semi-empirical description of the QM
states, particularly with the added use of MD in the free energy calculation, al-
though there has been an attempt to calibrate the results with higher levels of QM
theory (15).

QM/MM methods have traditionally been limited to minimizations, as opposed
to dynamics and free energy calculations. Recently, there has been a QM/MM free
energy calculation in which the points on the reaction path are calculated with mini-
mizations and then, reminiscent of QM/FE approaches, the free energies between
these points, due to the MM atoms, are calculated (176). Further developments
of the QM/MM approach include the possibility of using Hartree-Fock or density
functional theory levels of QM theory, given sufficient computational resources
(93).

QM/FE calculations are explicitly used to calculate the free energy and can
do so including the full range of MD simulation parameters [e.g., the Particle
mesh Ewald (PME) method for long-range electrostatic treatment], which would
currently be beyond the feasible computational limits of QM/MM, for example.
However, the calculation is based on the assumption that the protein changes
the relative stability of the reactant and product (or transition state) but not the
identity of the transition state because these are determined in the gas phase QM
calculation (75, 88). Presently, QM/FE calculations can incorporate a higher level
of QM theory but have the disadvantage that they do not allow full coupling
between the QM atoms and the environment.

Applications

Currentopinions as to how enzymes catalyze reactions are changing. Thus, Warshel
suggests that it is electrostatic effects that explain enzyme catalysis, particularly
pre-organization of the enzyme to stabilize the transition state (169). The impor-
tance of electrostatic effects is becoming clear in the QM-coupled-MM applica-
tions to date although a complete understanding (or agreement) of protein catalysis
has certainly not been attained.
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In the past few years, there have been a number of macromolecular simulations
involving enzyme catalysis and the use of quantum mechanics. In this review, we
consider only calculations that are macromolecular (that is, we do not consider
calculations on small model systems) and employ a coupling of QM and MM
techniques (as opposed to those calculations that derive force field parameters
solely from QM calculations).

The simplest (in terms of coupling) QM-coupled-MM calculations treat the MM
part of the system as fixed atoms in the field of the QM atoms (7, 33,102,117, 139).
Representative calculations involve phospholipase A2 (139), serine proteases
(7, 33), glucose oxidase (102), and aspartylglucosaminidase (117). In all but one
case (33), the transition state stabilization was due to electrostatic effects. In the
remaining cases, Carr-Parinello MD was carried out on the QM atoms alone for
very short time periods, and the catalytic effect was cited as due to a low-barrier
hydrogen bond of a largely covalent nature.

Recent QM/MM calculations in the literature (3, 28, 92, 94,107,108, 117, 122)
involve either minimization or minimization and dynamics techniques. Calcula-
tions on chorismate mutase (94), L-lactate dehydrogenase (122), and citrate syn-
thase (107, 108) utilizing minimization only have been reported. The chorismate
mutase system does not involve a covalent bond between the enzyme and substrate,
although a range of simulations were carried out in which the QM portion varied
from the substrate alone to the substrate and up to three neighboring residues.
The catalytic effect was found to be due to both substrate strain and transition
state stabilization as a result of electrostatic interactions with nearby arginine and
glutamate residues. In the case of L-lactate dehydrogenase, the inclusion of the
enzyme environment significantly changed the reaction profile as opposed to ear-
lier QM supermolecule calculations (121, 122), although specific decomposition
of the energetic contributions was not attempted. Finally, the citrate synthase cal-
culation compared the energy of two competing intermediates (an enolate and an
enol) traditionally suggested for the mechanism and found the enolate to be the
most stabilized owing to the formation of local (not low-barrier) hydrogen bonds
with an active site histidine and water (107, 108).

Systems on which more extensive MD simulations have been carried out with
the QM/MM methodology include HIV protease (92), low molecular weight pro-
tein tyrosine phosphorylase (PTP) (3), dihydrofolate reductase (DHFR) (28), and
orotidine monophosphate decarboxylase (171). In the earliest of these calculations
involving HIV protease, limited 20 ps MD calculations were performed for a va-
riety of points in the reaction profile yielding qualitative upper limits on the free
energy differences. These simulations concluded that a general acid-base mech-
anism was reasonable and proposed an alternate position for the lytic water as
opposed to that derived from inhibitor orientations in the crystal structures. No
comment was made about the method of enzyme catalysis as compared to solution
reactions (92). Inthe case of low molecular weight PTP, optimal alignment of both
the reacting residues in the protein and dielectric screening by the protein promoted
the attack of the anionic Cys12 in the protein reaction compared to the solution
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one. (3). Inthe DHFR calculation, long-range electrostatics were not a major con-

tributor to the enzymatic effect, but rather a local hydrogen bond was described as
the major determinant (28). Finally, in the case of orotidine decarboxylase, free

energy simulations resulted in quantitative agreement with experimental values
for the solution and enzymatic reaction barriers. The catalytic advantage of the

enzyme was attributed to electrostatic destabilization of the ground state as well
as transition state stabilization. Nonetheless, electrostatic pre-organization of the
active site was of paramount importance to the enzyme reaction (171).

EVB/FE calculations have also been applied to study a range of enzyme re-
actions including low molecular weight PTP (77, 78), glyoxylase | (47), and ri-
bonuclease A (53). In each case, the catalytic effect was attributed to electrostatic
pre-organization in the enzymatic reaction. Furthermore, mechanistic considera-
tions were addressed for each system. For ribonuclease A, both a dianionic and
a monoanionic intermediate were compared, but they could not be distinguished
given the uncertainties in the calculated free energies. However, in the glyoxylase |
system, the enolate was the preferred intermediate, whereas in the PTP mechanism,
the catalytic cysteine residue was proposed to exist as the anionic form.

Finally, applications of QM/FE calculations can also be found. This method
was introduced in 1998, with an application to trypsin (151). The major catalytic
advantage of this enzyme over the solution reaction was the pre-organization free
energy term (75, 88). That is, accurate results were obtained only when the free
energy to assemble the reacting groups in solution was accounted for. A further
example involving catechol O-methyl transferase similarly found pre-organization
free energy terms to be important, whereas electrostatic terms were less so because
the reaction resulted in the annihilation of charge in the transition state (83, 88).
In fact for this system, both the enzyme and the solution reactions destabilized
the gas phase reaction, although the enzyme did so to a lesser extent. Finally,
calculations of the citrate synthase system comparing the relative stability of the
enolate and enol intermediates have also been carried out (34, 75). In this case, the
simulations were extremely sensitive to the treatment of the long-range electrostatic
interactions, which suggests the importance of electrostatic interactions in the
enzymatic mechanism. These results involving both the pre-organization energy
term and the electrostatic dependence are reminiscent of Warshel's concept of
electrostatic pre-organization (169).

Unfortunately, it is not always straightforward to compare methodologies be-
cause the same enzyme systems are not usually considered. To date, low molecular
weight PTP is the only fully published example (3,47,78). Nonetheless, in the
evaluation of any QM-coupled-MM methodology, it must be remembered that
the traditional limitations of both QM and MM methods are still relevant. Thus,
for any QM calculation, both the level of QM theory and the determination of
the reaction mechanism in the gas phase can impact the quality of the results.
On the MM side, consideration of the treatment of long-range electrostatics is, as
always, of greatimportance (137). However, the advent of QM-coupled-MM tech-
niques and their extension to free energy calculations make it possible to compare
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theoretical results to experimental ones and to further consider the effects of some
of these assumptions.

The exactrole of the protein in a given enzymatic reaction is usually still a point
of debate. Although the role of electrostatics is cited or apparent in many studies,
it is not universally seen to be the only major contributor. This difference may be
due to the particular enzyme or the particular method of calculation. Only further
studies and comparisons between methods and with experiment will clarify these
issues. Nonetheless, the emerging QM-coupled-MM methods are exciting tools
with which to address the question of enzyme catalysis.

SIMULATIONS ON PROTEIN-PROTEIN,
PROTEIN-LIGAND, PROTEIN-DNA,
AND PROTEIN-RNA INTERACTIONS

Interactions between proteins and their substrates play central roles in many bio-
logical processes such as signal transduction, enzyme cooperativity, and metabolic
reactions. With more and more complex structures solved, structure-based com-
putational modeling has become a powerful tool to understand and predict binding.
In this section, we focus on noncovalent binding and only discuss different meth-
ods to estimate absolute or relative binding free energies for protein-protein or
protein-ligand interactions.

Molecular dynamics (MD) and Monte Carlo (MC) methods have provided dy-
namic and atomic insights to understand complicated biological systems. Free en-
ergy perturbation (FEP) and thermodynamic integration (TI) methods have been
successfully applied to predict the binding strength of a complex (17,73,161).
Nonetheless, these methods are computationally intensive. Thus, many techniques
such as ther-dynamics and the chemical Monte Carlo/molecular dynamics
(CMC/MD) method have been developed to improve their efficiencies, and many
other less rigorous methods have also been in development to estimate bind-
ing free energies quickly but with reasonable accuracy (2). Among them, we
review the linear interaction energy (LIE) method, the molecular mechanics/
Poisson Boltzmann surface area (MM/PBSA) method, the pictorial represen-
tation of free energy components (PROFEC), the one-window free energy grid
(OWFEG) method, and their applications to study protein-protein or protein-ligand
binding.

Free Energy Perturbation and Thermodynamic
Integration Methods

Free energy perturbation (FEP) and thermodynamic integration (T1) methods are
the most rigorous methods among those currently available for calculating free
energies. In this section, we focus on the applications of these two methods to
protein-ligand or protein-protein complexes.
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Figure 1 Thermodynamic cycle for calculating relative binding free energies between two
ligands bound to the same protein.

Suppose that one wishes to calculate the binding free energy difference between
two ligands bound to the same protein (the thermodynamic cycle is shown in
Figure 1). Thus,

AAG = AG} — AGE = AGgoy — AGp, (3)

where AG} and AGE are binding free energies for ligand 1 and 2 respectively,
and AG,,, and AGp are nonphysical transmutation free energy from ligand 1 to
ligand 2 in free and bound states. If ligand 1 and 2 are similar to each atey,,

and AGp usually are easier to calculate thas; and AGZ because the mutation
from ligand 1 to ligand 2 is assumed to cause only localized changes. FEP or TI
is used to calculata G, and AGp. Equation 4 is used in FEP calculations.

N—-1 ) _ )
AG = —RTZIn <exp<—w>> , (4)
Ai

i=1

whereAG is the free energy difference between two states, A anghBries from

O (state A) to 1 (state B), H() represents Hamiltonian of the systematandy(),,
indicates an ensemble average. With the Tl method, one calculates the average
of derivatives of Hamiltonian at eagh H()), and then uses numerical integration
over A to calculate the free energy difference between two states (Equation 5),
where has the same meaning as in FEP.

L /aHMO)
AG:/O <T>dk. (5)
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In this section, we focus on the progress and applications in the last five years in
the field of protein-ligand, protein-protein, and protein-nucleic acid interactions.
Older papers can be found in previous reviews (70, 100).

Free energy calculations combined with MD or MC methods can provide ratio-
nale and insights for experimental observations and can suggest new experiments.

Jorgensen and coworkers have been applying MC and free energy calculations
to study hydration free energies of organic molecules and binding free energies for
ligand-protein complexes. Essex et al successfully applied MC and FEP to cal-
culate accurate relative binding free energies for trypsin-benzamidine complexes
(44). Their simulation was able to predict the strongest inhibitor among the four
trypsin inhibitors. They also showed that changes of hydrogen bonding could not
rationalize the calculated free energies. Instead, the relative binding affinities were
justified in terms of bulk-solvation arguments whereby the more polar inhibitors
had weaker binding affinities. This study is an excellent example of combining
MC and FEP to study macromolecular systems.

Rastelli et al exploited FEP simulations to rationalize the binding differences
between a benzocinnolinone carboxylic acid inhibitor of aldose reductase and its
methoxylated analogs in four selected substitution sites (126). They were able to
reproduce the experimental trend of binding. The four substitution sites were at
the interface between protein residues and water. Thus, the perturbation involved
only partial desolvation. This work sheds light on how to design new inhibitors
targeting sites in the protein-water interface.

Fox etal (51) calculated the relative binding free energies between two transition
state analog substrates of the catalytic antibody 17E8 using TI. The two substrates
differ only in one side chain. The substitution of the -CH2- group to-S- leads to
a 0.9-1.3 kcal/mol less favorable binding free energy. Their calculations showed
that this preference for the -CH2- group over the-S- group was mainly due to the
more favorable solvation free energy in the unbound form of the substrates. Free
energy component analysis of the van der Waals and electrostatic contributions
to the binding free energy indicated that these two terms contributed equally in
solvent, whereas in the antibody, the van der Waals term clearly dominated. Several
residues with large contributions to the binding were reported, and new site-specific
mutagenesis experiments were suggested to test the calculated results.

Combined with MD and other simulation methods, free energy calculations
can help determine some properties of the biological systems such as binding
mode, protonation state of certain residues, and the flexibility of certain parts of
the molecule. Several MD and FEP simulations have been performed to study
carbohydrate-protein complexes (90, 114, 175). Zacharias et al (175) applied FEP
simulations to study the differential binding between arabinose and fucose with
arabinose binding protein (ABP). Liang et al (90) reported MD and FEP simulation
results on binding of mannose versus galactose with a mannose binding protein
(MBP). Recently, Pathiaseril & Woods (114) examined binding between analogs of
the wild-type trisaccharide epitope 8&Imonelleserotype B and a fragment of the
monoclonal antiSalmonellaantibody Se155-4. All of these simulations obtained
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free energy results consistent with experimental data. Pathiaseril & Woods (114)
were able to reproduce the relative nuclear Overhauser effect (NOE) intensities
for the wild-type ligand in solution and intermolecular hydrogen bond patterns in
the complex from their MD trajectories. Their simulations showed that the free
oligosaccharide oscillated around well-defined average glycosidic torsion angles,
and the bound conformation was encompassed within those observed for the free
ligand. Their free energy calculations also suggested that HIS-97 was diproto-
nated in the antibody. The insights obtained from these theoretical studies can be
employed in the design of new ligands with higher binding affinity.

Sotriffer et al (148) showed a good example of how theoretical work could
be carried out without direct experimental data, and they were able to provide
useful information for designing new ligands. Starting from an antibody structure
obtained by homology modeling (37), Sotriffer et al performed extensive docking
searches to identify two pockets, S1 and S2, in the antibody IgE LB4 as the
most probable binding site for three dinitrophenyl (DNP) amino acids (DNP-
alanine, DNP-glycine, and DNP-serine). MD and FEP simulations were carried
out for complexation on both pockets. A closed thermodynamic cycle was formed
by transmutation between the three DNP amino acids (DNP-SeDNP-Ala
— DNP-Gly — DNP-Ser), and the FEP calculations were validated by small
closure errors of this cycle. The experimental free energy differences could only
be reproduced for ligands binding to the S1 site. Analysis of the MD trajectory
showed that the S1 complexes were characterized by a uniform binding mode,
whereas ligand binding in the S2 site exhibited considerable variability. The authors
concluded that the S1 site was expected to be the “real” binding site of those DNP
amino acids. These theoretical predictions can be examined by crystallography or
NMR experiments.

HIV-1 protease has been a therapeutic target for five FDA-approved AIDS
drugs. Many free energy calculations have been performed on different inhibitors
binding with the protease (25, 49, 123-125, 127, 160). Rao & Murcko have calcu-
lated relative binding free energies between HIV protease inhibitor A74704 and its
diester analog (124). The diester analog inhibitor missed two hydrogen bonds with
the protease active site, but its binding affinity was only tenfold weaker. They ob-
served that Gly27 and Gly2¥bops were flexible, and thus, the hydrogen bonds
between the inhibitor P1 and AH groups and the carbonyls of Gly27 and Gly27
of the enzyme were weaker than those hydrogen bonds formed between the inhibi-
tor and the flap water. Therefore, the net gain of binding due to hydrogen bond for-
mation between the inhibitor and flexible parts of the enzyme was offset by the
desolvation penalty of the polar hydrogen bonding groups and was unlikely to sig-
nificantly increase binding strength. They pointed out that hydrophobic interactions
with the enzyme and hydrogen bonding interactions with the two catalytic aspar-
tates in the active site were crucial for potent inhibitors. Rick et al studied the drug
resistant mutant 184V of the HIV-1 protease binding with three potent inhibitors,
KNI-272, Indinavir, and Saquinavir (134). They applied Tl to calculate relative
binding free energies between the wild-type enzyme and the 184V mutant. Because
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HIV protease is a homodimer, the perturbation involves 184V and/18utations.

They found that the free energy contribution from each side chain was correlated
with the other side chain. The free energy from"\84vas more variable among

the three inhibitors, due to the different’Btoup of the three inhibitors and there-
fore to different cavity sizes in the mutant complex. They observed that the cavity
size, measured either in cavity volume or surface area, correlated very well with
the measured free energy changes with slopes in the range of that found for pro-
tein stability. This stability is perhaps due to the peptidic nature of the inhibitors.
McCarrick & Kollman carried out FEP simulations on haloperidol thioketal (THK)
and three of its derivatives bound with HIV protease (101). Their simulations pre-
dicted tighter binding THK derivatives than the present THK compound.

FEP and Tl have been widely exploited to calculate relative binding free energy
for similar organic systems. Progress has been made in calculating absolute bind-
ing free energies for protein-ligand and DNA-ligand complexes as well (63, 104).
Recently, Helms & Wade (63) reported the calculated absolute binding free en-
ergy for camphor binding to P450cam frddseudonomas putidaBy mutating
the camphor into six water molecules in the binding site, they were able to re-
produce the absolute binding free energy within 3 kJ/mdl.Q kcal/mol) of the
experimental value.

It is well known that the most severe limitation in free energy calculations is
sampling conformational space (12). It is not just a matter of sampling longer
but also of sampling in the correct region of conformation space. In order to
achieve good sampling, long-range electrostatic interactions and molecular polar-
ization have to be treated appropriately. In their study of organic cations bound
to a cyclophane host, Eriksson et al showed that using a nonadditive force field,
which is necessary for considering polarization, and the PME method to con-
sider long-range electrostatic interactions can improve the calculated relative free
energy of association of an imminium (IM) and a guanidinium (GU) binding to
the host from—2.3 kcal/mol to—4.0 kcal/mol compared to a measured value of
—3.7 kcal/mol (38). Recently, Ota et al proposed a non-Boltzmann thermodynamic
integration (NBTI) method, which is a combination of TI and umbrella sampling
(umbrella sampling attempts to overcome the sampling problem by modifying the
potential function so that the unfavorable states are sampled sufficiently) (5, 86), to
enhance sampling conformational space for macromolecular systems (111, 112);
they applied this method to calculate the relative binding free energy between ben-
zamidine (BZD) and benzylamine (BZA) associated with trypsin. The calculated
free energy value using NBTI (2.2 kcal/mol) was much closer to the measured
value 2.6 kcal/mol than the value 0.8 kcal/mol obtained using conventional TI.
This result is very encouraging.

Erion & Reddy have reported a new method that uses both QM and FEP meth-
ods for calculating relative changes in the hydration free energies between two
similar molecules (41). Recently, they applied this method in designing inhibitors
for adenosine deaminase and cytidine deaminase (42). They showed that het-
eroaromatic hydration was controlled by a multitude of molecular factors. Their
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calculation of relative inhibitor potencies for adenosine deaminase agrees well
with the experimental data (43).

As we mentioned above, FEP and Tl are most rigorous methods and in principle
can be used to calculate any free energy difference. Recent progress in developing
and applying these methods to study complex macromolecular systems is promis-
ing. Combined with other simulation methods such as homology modeling and
docking, FEP and Tl will become more powerful tools in understanding biological
problems.

“Multimolecule” Free Energy Calculation Methods

FEP and Tl methods are intrinsically “pair-wise” methods, that is, each FEP/TI
simulation has to be performed to obtain free energy difference between two
states/molecules. Itis more computationally efficient if the free energy differences
between several states/molecules can be calculated in one simulation. Such “mul-
timolecule” free energy calculation methods have been developed (55, 56, 79, 91,
118). They are specifically useful in calculating relative binding free energies for
several similar ligands.

Brooks and coworkers have developed a new approach caltBthamics to
evaluate relative hydration free energies or binding free energies between sev-
eral molecules in a single run of simulation (55,56,79). In thidynamics
approach, they treatedin Equation 3 as a set of variables{j = 1, n}, and
each molecule was assignedja {}; = 0;j = 1, nfand{}; = 1;j = 1, n}
corresponded to start and end states respectively. An extended Hamiltonian of
the whole system, Hiengedl?j, | = 1, n}, was a combination of the n molecules’
Hamiltonians, a kinetic energy term associated with a set of fictitious masses and
an umbrella potential (the potential function used in umbrella sampling). In order
to optimize Hyiendeatrjs ] = 1, N} along a pathway from start to end state, the
n molecules competed with each other. When the simulations reached equilib-
rium, different molecules had differeintvalues. The weighted histogram analysis
method (WHAM) was then employed to generate free energy contours. This ap-
proach was successfully demonstrated in calculating the hydration free energies
of several small organic molecules (gEH;, CH;OH, CH;SH, and CHCN) and
identifying the best binder to trypsin among benzamidine and three of its pa-
raderivatives. The results obtained from thdynamics approach were consistent
with experimental data and conventional FEP calculations (14, 40, 55, 56, 79, 118,
157).

Recently, Eriksson et al calculated binding free energies of TIBO-like HIV-1
reverse transcriptase (RT) inhibitors (40). In their study (40), the adaptive che-
mical Monte Carlo/molecular dynamics (CMC/MD), another “multimolecule” free
energy calculation method, was exploited to rank 13 different TIBO derivatives
with respect to their relative free energies. The CMC/MD method was developed
by Pitera & Kollman and was able to rank binding affinities for several ligands
in a single MD simulation (118). The MD was used to sample conformations
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of each ligand, and the MC was used to sample “chemical space” of all ligands
(14,118,157). A MD run started from the complex of the receptor and one of
the several ligands. After a certain period of MD simulation, a mutation from the
ligand to any ligand under consideration occurred. The Metropolis criteria were
used to determine whether this mutation was accepted. At the end of the sim-
ulation, free energy differences between ligands could be obtained by analyzing
the populations of each ligand, that is, ligands chosen more often by MC were
assumed to bind more tightly to RT than those ligands chosen less often by MC in
the whole simulation. The calculated values were consistent with measured ones,
and some results were also confirmed by the Poisson-Boltzmann/solvent accessi-
bility (PB/SA) method and FEP/TI methods (40). One new derivative, suggested
by the program PROFEC (Pictorial Representation of Free Energy Components,
see below; 120), was predicted to bind 1-2 kcal/mol better than the starting ligand,
R86183 (8CI-TIBO).

PROFEC and OWFEG

In drug design, the question often asked is, “What changes can be made to improve
the binding constant?” Recently, two methods have been developed to suggest
promising changes to improve the binding (87,120). In their study of trypsin
and its inhibitors (120), Radmer & Kollman have calculated the approximate free
energy at each grid point (a probe was put at that point and a single window FEP
was performed) surrounding an interesting region of one of the trypsin inhibitors,
benzamidine. Free energies of all grid points were then displayed as contour sur-
faces around the inhibitor. This PROFEC method could quantitatively suggest
relatively more favorable regions for molecular change and was shown promising
to rank 9 trypsin inhibitors. Recently, Lee & Kollman (87) showed the strength
of combining FEP and PROFEC methods to predict more potent inhibitors of
thymidylate synthase (TS). TS is an enzyme that catalyzes dTMP synthesis for
DNA synthesis. Inhibition of TS can block dTMP synthesis and therefore suggests
chemotherapeutic use to combat cancer. Jones et al designed and synthesized 31
inhibitors of TS, most of which had low water solubility (68). Lee & Kollman
predicted new, stronger inhibitors modified from one of the Jones et al inhibitors
using PROFEC and confirmed the prediction by TI calculations. Their simula-
tions provided guidelines for designing new potent inhibitors of TS with better
solubility.

OWFEG (116) has made two modifications of PROFEC. First, each grid point
underwent translation and rotation along with the atom of the ligand to which
it was closest. Thus, flexible regions of the ligand could be explored. Second,
three probes with neutral, positive, and negative charges were used instead of
only a neutral probe to examine the desirability of introducing charged groups
along the grid. This feature provided hints as to what type of charges should be
placed at that gridpoint. In two test systems, quinoline and bis-pyrimidine, and
FKBP-12-FK506 protein-ligand complex, the qualitative results derived from
OWFEG showed excellent agreement with the standard Tl simulations (116).
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Linear Interaction Energy Method

The linear interaction energy (LIE) method was originally proposeédpyist et

al to estimate the absolute binding free energies. The LIE method is based on
linear response assumptions; that is, the solvent polarization responses to changes
in the electrostatic field exerted by the solute is linear and characterized by a
single dielectric constant (9). It divides the interaction between the ligand and its
environment into electrostatic and van der Waals parts. The binding free energy
is estimated as

AGping = AGgi,g+ AGYN
~ | | d d
~ O‘<Vgound_ V?ree> + ﬁ<v\l;o\t,1\’nd_ V}/revey>7 (6)

where £, ;and }2%  are the electrostatic and van der Waals interaction ener-
gies between the ligand and the solvated protein from a MD trajectory with ligand
bound to protein; ¥., and Wq"are electrostatic and van der Waals interaction
energies between the ligand and the water from an MD trajectory with the lig-
and in water;({) denotes an ensemble average, andnd 8 are two empirical
parameters.

Aqvist and coworkers have applied this method to calculate absolute bind-
ing free energies of several protein-ligand complexes. They foundothat
0.5 andg = 0.16 gave calculated binding free energies in good agreement
with experimental data. In the calibration set, four inhibitors bound to endothia-
pepsin, this set of parameters gave a mean unsigned error of 0.39 kcal/mol and
0.59 kcal/mol for calculated absolute and relative binding free energies, respec-
tively. The absolute binding free energy for the fifth inhibitor to endothiapepsin was
predicted as-9.70 kcal/mol compared with the observed vai@.84 kcal/mol
(9). This LIE method was also successfully applied to calculate absolute binding
free energies of HIV protease inhibitors and two charged trypsin benzamidine in-
hibitors (8, 60). In these two studies, an additional correction term for long-range
electrostatic contribution to the binding free energy was included. The calculated
and observed absolute binding free energies agree well with each other using the
same values of andg. Paulsen & Ornstein, however, found tkat= 0.5 and
B = 1.043 resulted in a good estimate of the binding free energies of 11 substrates
binding to cytochrome P450 cam (115). The difference between the two sets of
parameters was rationalized as perhaps owing to different force fields, GROMOS
and CVFF respectively, used in the two studies (163). Wang et al (167) applied
this method to calculate binding free energies of 14 compounds binding to avidin
using the Cornell et al force field (27). Their results showed ¢hat 0.5 and
B = 1.0 gave reasonable estimates of the binding free energies with respect to the
corresponding experimental results.

These studies raise an interesting question: Can one setnfl 8 be used
in different protein-ligand complexes to give reasonable estimates of binding free
energies? Although Wang et al used the Cornell et al force field (27), they found
values ofa and 8 similar to those ofAqvist et al for the trypsin-benzamidine
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complex (163). This suggests that the use of different force fields cannot explain
the difference ire andg found in different simulations. Wang et al (167) further
examined this issue in seven different complex systems and found a relationship
between the value gf and hydrophobicity of the ligand and the binding site

of the receptor; that is, the more hydrophobic groups buried after binding, the
more favorable the binding, and the larger the valug.ddifferent 8 values were
determined for different inhibitors bound to avidin according to this relationship.
Calculated absolute binding free energies were improved compared with those
from using a fixed3 value (167).

Jorgensen and coworkers extended this method further for calculating
hydration and binding free energies. They added another term to Equation 6,
which is proportional to solvent accessible surface area change upon binding.
MC simulation was used to obtain the ensemble. The values of these coefficients
were calibrated in a test set and then were transferred to predict other ligands
bound with the same protein. They succeeded in calculating binding free ener-
gies for sulfonamide inhibitors with human thrombin (69) and FKBP12 inhibitors
(84).

The LIE method is useful for estimating absolute binding free energies for
protein-ligand systems. This method is more computationally efficient than the
FEP/TI method.

MM/PBSA

Recent computational advances in parallel computing, force fields, and more ac-
curate treatment of electrostatic interactions have enabled multinanosecond MD
simulations of highly charged macromolecules such as nucleic acids (20, 31).
Analyses of dynamics alone, however, do not sufficiently describe macromolec-
ular recognition and complex formation. Conventional free energy calculations,
as described above, have also been applied to protein—nucleic acid complexes.
More recently, a hybrid method combining molecular mechanics and continuum
solvent calculations has increased in popularity to analyze the free energies of
binding and relative free energies of different conformations (76, 146, 149, 172—
174).

The method takes solute configurations, or snapshots, from a MD trajectory
with explicit solvent. The solvent molecules are removed to obtain the molecular
mechanics energy (k) of the solute. This is computed for each snapshot with
the same molecular mechanics potential as in the simulation but with no cut-offs
to incorporate all of the nonbonded interactions. The conformational entropy of
the solute, S, including rotational and vibrational contributions, is estimated
from normal mode analyses:

AG = EMM =TAS+ AGsolvation and (7)

AGsolvation = AG‘PB + AGnonpoIaF (8)
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The free energy of solvatiom\Ggyaiion IS @pproximated as the sum of elec-
trostatic and nonpolar contributions. The electrostatic solvation term is calculated
with the PB approach, whereas the nonpolar term as a surface area (SA)—dependent
term, hence the name MM-PBSA.

A finite difference solution to the PB equation is calculated using the Delphi Il
program (142, 143):

VeV () —k'¢p(n) = —4rp (1), ©)

where ¢(r) is the electrostatic potentiat(r) is the dielectric function(r) is

the charge density, and is related to the Debye-Huckel inverse length. In the
Delphi program, the solute is mapped onto a cubic lattice grid. Values for the
electrostatic potential, charge density, dielectric constant, and ionic strength are
assigned to each grid point (86). The derivatives of the PB equation are calculated
with a finite difference formula and iteratively computed to convergence. The
electrostatic component of the solvation free energy is the change of electrostatic
energy from transferring the solute from a low dielectric (vacuum) to high dielectric
medium using the same grid and solute dielectric.

AGpg = Z q (o — ¢| (10)

The nonpolar solvation term is approximated as linearly dependent on the sol-
vent accessible surface area:

AGnonpoIar: v (SASA) + B, (11)

wherey = 0.00542 an@ = 0.92 kcal/mol (149). The surface area is computed
with Sanner's MSMS software (138) using a water-sized probe. The MM ener-
gies and solvation free energies are computed for each snapshot of the solute and
then averaged to compute the difference in free energies. The free energy dif-
ference can be computed for absolute binding or the relative binding of different
mutants.

Chong et al (23) applied this method to study dianionic hapten binding to a germ
line and mature forms of the 48G7 antibody Fab fragments. Reasonable absolute
and good relative binding free energies compared with experimental data were
obtained. Their calculations indicated that van der Waals interaction energies and
nonpolar contributions to solvation energy were almost identical for both antigens.
The>10,000-fold tighter binding of the matured antibody than that of the germ line
was due to the gain of more favorable electrostatic interactions over the desolvation
penalty through optimizing the binding site geometry. This work sheds light on
understanding the process of antibody maturation.

Contrary to the electrostatic discrimination between two antigens, Wang et al
(166) observed that in the complexes of Sem-5 SH3 domain and its ligands, van
der Waals interactions were primarily responsible for significant binding affinity
differences betweendz and N-substituted ligands. This shows that binding is
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dominated by different interactions in different complex systems. In their study,
they were also able to identify several critical residues for binding by considering
van der Waals energy and conservation of each residue (166).

Another application of this MM/PBSA method to study biotin and its derivatives
binding with avidin/streptavidin was carried out by Kuhn & Kollman (82). They
were able to reproduce relative binding free energies of 9-methylbiotin compounds
with a very good correlation to experimental values. A so-called “computational
fluorine scanning” technique—thatis, substituting hydrogen by fluorine at different
sites of the biotin in a single trajectory obtained from one compound, and then
calculating the binding free energy for the substituent upon the “substituted
trajectory”—was shown to work well for ranking the nine compounds. This makes
free energy calculations more efficient.

Donini et al (35) have used a single trajectory of a ligand binding to a matrix
metalloprotease to calculate the binding free energy of five other analog inhibitors.
The relative binding free energy of the neutral inhibitors and charged inhibitors
were correctly ranked within their series, but the neutral inhibitors were calculated
to bind more strongly than the charged inhibitors relative to experiment.

The precedent of the computational fluorine scanning is the “computational
alanine scanning” technique used by Massova & Kollman (99) in their study of
p53-MDM2 interactions. Mutating 20 amino acids to alanine in the native tra-
jectory allowed them to quickly compare calculated binding free energy with
measured ones. Further examination of W23A mutation by PROFEC led to the
conclusion that an additional methyl group on the aromatic rings of W23 might
substantially improve binding.

The above work was followed by Huo et al (66), who compared results obtained
from the computational and from the experimental alanine scanning on human
growth hormone/human growth hormone receptor (HGH/HGHTr). Twelve residues
were mutated; in all cases buttwo (R43A and R216A), the calculate@,;, were
in reasonable agreement with the experimental ones. Significant conformational
change of mutating Arg43 or Arg216 to Ala caused the overestimation of the
AAGyng.

Wang & Kollman (165) also applied this MM/PBSA method in studying dimer
stability of the HIV protease. They were able to reproduce the relative ranking or-
der of different dimers in agreement with experiments. A rapid screening method,
which identified cavities on the dimer interface and suggested that favorable van
der Waals contacts would be created if the cavity was filled with a larger side
chain, was exploited to suggest new possible mutations that might enhance bind-
ing. Conformational search and minimization were performed for mutation to
larger side chains on the dimer interface. Several new stronger associated het-
erodimers were suggested in their study by this so-called “virtual mutagenesis”
method.

Recently, Kuhn & Kollman (81) compared MM/PBSA and LIE methods in
calculating binding free energies for diverse avidin and streptavidin ligands. Their
calculations were able to reproduce experimem&3,;,q with a correlation
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coefficient of #=0.92, which was much better that the results obtained from
the LIE method with fixed parameters £ 0.5 andg = 1) and whoseZis 0.55.
Although theg value can be adjusted based on hydrophobicity of the binding site
(see above), the MM/PBSA method does not introduce any empirical parameters
on a protein-by-protein basis.

Protein-DNA Complexes

Several structures of DNA-protein complexes have been elucidated and studied
by MD (110). Eriksson & Nilsson studied the binding of estrogen receptor DNA-
binding domain (ERDBD) to DNA both as a dimer and as a monomer (39). Their
comparative MD study found that the monomer ERDBD is more flexible than the
dimer and suggested that dimerization of ERDBD orders the Znll region and fa-
cilitates DNA binding. Schulten and coworkers also performed shorter MD simu-
lations of ERDBD bound to DNA and focused on the hydration on the binding
interface and local structural changes of the DNA (80). Harris et al modeled the
ERDBD in complex with a honconsensus estrogen response element DNA se-
guence and detailed intermolecular H-bonding interactions from the 300 ps simu-
lation (61).

Roxstrom et al simulated a zinc-finger protein bound to DNA in their nanosec-
ond trajectory of Zif268-DNA complex (136). They found comparable fluctuation
patterns to experimental B-factors. Tang & Nilsson performed MD simulations
on the human sex-determining region Y (hSRY) protein-DNA complex and high-
lighted the dominance of hydrophobic interactions. They also modeled the free
monomers and predicted that both hSRY and DNA would undergo conformational
change upon binding.

There have also been several computational studies of repressor protein—-DNA
complexes. Harris et al simulated the bacteriophage 434 cl repressor protein ho-
modimer in complex with its cognate operator DNA sequence (62). They ran a
nanosecond trajectory of the complex with aXl&ater shell and observed direct
and water-mediated H-bonding in the interface. Thomasson et al computed the
free energy profile of nonspecific binding of Cro repressor protein to DNA (156).
They employed Brownian dynamics method to generate a Boltzmann population
of protein conformations docked to the DNA. The statistical ensemble of docked
complexes was used to obtain a potential of mean force (PMF), or free energy
of interaction between the protein and DNA. They computed comparsBlef
association to the experimental value. Moreover, from the PMF calculations, they
estimated the lifetime of nonspecific docking of DNA to the Cro repressor protein
to be 5 microseconds. Another repressor protein—-DNA complex was studied by
Misra et al with the nonlinear PB method to compute the electrostatic contribution
to the binding free energy of thecl repressor to DNA (103). They calculated an
overall unfavorable electrostatic contribution to the binding free energy. This was
based on highly unfavorable desolvation of the monomers as charged, and polar
groups were removed from solvent upon binding.
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The EcoRI-DNA complex was a subject of several computational studies.
Jayaram et al computed its binding free energy with an MM-continuum solvent hy-
brid method (67). The binding free energy was decomposed into 24 components,
including structural adaptation, electrostatic and van der Waals terms, hydropho-
bic contributions, and ion effects. Their binding free energy analysis resulted in
reasonable agreement with experimental binding. Sen & Nilsson performed MD
simulations and FEP calculations on the EcoRI-DNA complexes modifying func-
tional groups in Adg Ade®, and Gu4, finding good qualitative agreement with
experiment (140, 141).

RNA-Protein Complexes

MD simulations and free energy calculations have long been applied to DNA-
protein complexes. The theoretical study of RNA-protein complexes, however,
is a fairly new and emerging field concurrent with the explosion of RNA-protein
structures determined by both crystallography and NMR (32, 36, 65, 162). Often,
the assembly of RNA-protein complexes requires extensive conformational rear-
rangement or induced-fit. One of the best-studied RNA-protein complexes, the
paradigm of ribonucleoprotein complex interactions, is ULA-RNA.

The solution of the crystal structure of the N-terminal region of the U1A protein
bound to its cognate hairpin RNA at 18oresolution provided structural data on
one of the best-characterized RBDs (113). The U1A protein is a component of
the U1 small nuclear ribonucleoprotein (sSnRNP), which binds to tiea& of the
primary transcript and initiates spliceosomal assembly. The crystal structure of
U1A-RNA is a paradigm for RBD containing proteins and shows an intricate web
of interactions on the binding interface. Splayed-out RNA loop bases stack with
hydrophobic residues on thgsheet surface of the protein. Moreover, the pro-
tein’s 2—83 loop protrudes through the RNA loop and contacts the loop-closing
base pair. In 1996, the NMR structure of U1A bound to an internal loop RNA
was published. The structure showed very similar interactions to the U1A-hairpin
complex (4). A particularly interesting point is that U1A recognizes these two
structurally distinct RNAs with similarly high (hanomolar) affinity. Moreover, a
comparison with the structures of the unbound monomers (10, 54) indicates large
conformational rearrangements must occur upon binding. Extensive structural and
biochemical data on ULA-RNA has catalyzed a number of computational stud-
ies focused on investigating the structure, thermodynamics, and conformational
reorganization of ULA-RNA binding.

Hermann & Westhof described the MD simulations of the U1A protein bound to
the hairpin RNA at low and high salt concentration in explicit solvent (64). At 1M
NaCl concentration, they observed increased fluctuations at the binding interface.
They suggested that the increased fluctuations at high ionic strength represent the
microscopic basis of salt-induced complex dissociation. Tang & Nilsson reported
a 0.6 ns MD simulation of the U1A-hairpin complex and a 1-2 ns simulation
of the free RNA hairpin (154). They observed a more flexible RNA loop in the
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free hairpin simulation compared to the complex simulation in agreement with
experimental observation.

Reyes & Kollman compared the dynamics of the U1A-hairpin and U1A—internal
loop complexes and observed a global hinge motion in the internal loop complex
simulation that was not observed in the hairpin complex simulation (130). This
suggests that although both complexes have equivalent nanomolar binding affini-
ties, they do not necessarily have the same thermodynamic driving forces.

The thermodynamics of ULA-RNA binding was the subject of another study
by Reyes & Kollman (132). Using MD and free energy analyses with MM-PBSA,
Reyes & Kollman estimated the energetic cost of conformational reorganization
upon U1A-RNA binding. They also computed the absolute binding free energies
of both complexes and found good agreement with experimentally measured bind-
ing affinities. In another paper, the relative binding of different ULA mutants to
the hairpin RNA was computed using a computationally inexpensive method for
investigating and predicting the effects of site-specific mutations (131). Reyes &
Kollman obtained good agreement with experimental mutagenesis and verified
specific mutations that either abolish or improve binding.

Summary

In this section, we reviewed recent studies of protein-ligand, protein-protein,
protein-DNA, and protein-RNA interactions using different free energy calcu-
lation methods. The same methods have also been applied to study hydration and
interactions involving organic molecules, which we have not addressed here.

FEP and Tl methods are the most rigorous but require extensive computer
resources. With the rapid increase of computer power, we can expect wider ap-
plication of these methods in the future. Multimolecule free energy calculation
methods are promising based on recent studies. They are certainly worth further
investigation. The LIE method has a unique advantage because it allows the cal-
culation of absolute binding free energies. With appropriate empirical parameters,
this method is useful for studying specific complex systems. Replacing explicitwa-
ter molecules with a solvent continuum can accelerate MD simulations and enable
binding free energies to be calculated directly. Thus, MM/PBSA is a promising
direction for evaluating binding affinities. Combined with other modeling tools,
free energy calculation methods will be used in a broader range of research, from
evaluating stability of folding structures to the design of new drugs.

Perhaps the most exciting recent development in RNA-protein structure deter-
mination is the determination of the three-dimensional structure of the ribosome.
The ribosome is a ribonucleoprotein particle that carries out the translation of
MRNA to proteins with the help of amino-acid-charged tRNAs and accessory pro-
teins. The molecular weight of ribosomal particles ranges from 2.5 MD (typical
of a bacterial ribosome) to 4.5 MD (in eukaryotic cytoplasm) (106). The bacterial
ribosome, as the smallest ribosome, has been the focus of many structural efforts.
The low-resolution structure and now the atomic-resolution structure of the 30S
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and 50S subunits, as well as the structure of 70S ribosome, have recently appeared
(1,11, 19, 26,106, 159).

CONCLUSIONS AND PERSPECTIVES

We have presented a review of three areas of biomolecular simulation: force fields,
combined quantum/molecular methods to study enzyme catalysis, and free energy
calculations on noncovalent interactions. Our general view is that these are all ex-
citing and vital areas where much more research needs to be done. It is probably
worth noting what has not been covered here, including enhanced sampling tech-
niques in MD, MC, and other approaches to improve the conformational sampling
of complex biological systems, DOCKing approaches to screen many molecules
at a time in ligand design, the use of quantitative structure activity relationships
(QSAR) studies when a receptor structure is not available, and a variety of lower
resolutions than all atom approaches to protein folding. Obviously, each of these
topics is probably deserving of a review by itself.

Visit the Annual Reviews home page at www.AnnualReviews.org
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